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ABSTRACT

Several topics connecting basic vision research to image compression and image quality are discussed: 1) A battery of
about 7 specially chosen simple stimuli should be used to tease apart the multiplicity of factors affecting image quality. 2) A
"perfect" static display must be capable of presenting about 135 bits/mm2. This value is based on the need for 3 pixels/mm
and 15 bits/pixel. 3) Image compression allows the reduction from 135 to about 20 bits/mm2 for perfect image quality. 20
bits/mm2 is the information capacity of human vision. 4) A presumed weakness of the JPEG standard is that it does not
allow for Weber's Law nonuniform quantization. We argue that this is an advantage rather than a weakness. 5) It is
suggested that all compression studies should report two numbers separately: the amount of compression achieved from
quantization and the amount from redundancy coding. 6) The DCT, wavelet and viewprint representations are compared. 7)
Problems with extending perceptual losslessness to moving stimuli are discussed.

Our approach of working with a "perfect" image on a "perfect" display with "perfect" compression is not directly
relevant to the present situation with severely limited channel capacity. Rather than studying perceptually lossless
compression we must carry out research to determine what types of jy transformations are least disturbing to the human
observer. Transmission of "perfect", lossless images will not be practical for many years.

1 . INTRODUCTION

This article is written with two different audiences in mind. The first group are vision researchers like ourselves and
the second group are the engineers developing and implementing new image compression algorithms. These two groups can
be of great help to each other once each other's needs, interests and capabilities are understood. Not the least of the rewards
will be the satisfaction in seeing practical benefits from investigations of the underlying mechanisms of human vision.

There are important questions concerning image quality and image compression for which further data on the human
visual system are needed. However, the pace of events in the image compression field is faster than we vision scientists are
used to, so an extra effort is needed to speed up the dialog between engineers and vision researchers. Through joint effort we
can learn how to compress images with minimum perceptible degradation.

This paper examines several topics on the relationship of human vision to image quality that have been troubling us.
We will probe the following questions: What images should be used in image quality and image compression studies? How
can the multipole decomposition provide an organizing principle for assessing image quality? How many grey scale levels
are needed for a perfect display? How many bits/mm2 are needed for lossless compression? How can the effects of the human
visual system and the effects of image redundancy be separated? What are the requirements for a display and for image
compression in order to have lossless representation of moving objects? How can the vision community contribute in setting
quantization levels for the JPEG-DCT compression standard?

Most of the topics in the above list have been discussed by many authors in previous meetings of this Conference.
We see our role as questioning the "common wisdom" to be found in these articles. We hope that at next year's conference
our own present questionings will in turn be questioned.

2. HOW MANY DIMENSIONS FOR IMAGE QUALITY?

2.1 Two surprises for newcomers to the field.
There are two major surprises that await vision researchers upon becoming involved in the issues of image quality and

image compression. The first surprise is that the images being processed and judged are usually complex images of natural
scenes. This choice of images is undertanthble, given the pragmatic end goals of image compression, but misguided. Natural
images are much harder to analyze than the simple lines, edges and repetitive gratings that are characteristic of most vision
research. It is even difficult to define the local contrast of a complex image. We feel that simple stimuli should be used as
well as the present complex ones so that a precise understanding can be gamed about the operation of the algorithms.
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The second surprise is that a single image quality meUic is commonly used.1'2'3'4 After an image has been processed

(say it has been compressed and decompressed) one would like to know whether image quality has suffered. Two types of
metrics are used: subjective and objective. In the subjective method one asks observers to rate image quality on a scale that
typically ranges from 1 to 5. Roufs and coworkers5 use a better scale that ranges from 1 to 10. The limitation of the
subjective method is that one isn't sure what aspect of the image is being measured. Its advantage is that if the human
observer can not tell the difference between the original and final image then one knows that "perfect" image quality has been
achieved even if objective methods show large residual error.

In the objective method one invents a mean square error (MSE) metric6'7 to calculate the difference between the fmal
and the original images. Many authors have attempted to improve the MSE metric to include properties of the human
observer. Hultgren's excellent review3 at last year's conference clarifies the interconnections between several of these
objective metrics. As pointed out by Hultgren these objective metrics are closely related to the subjective sensation of image
sharpness. However, as will be discussed in Section 3, it is not at all obvious that image sharpness is the most important
factor in image quality. It is worth reflecting on a central issue that Hultgren brought up in his review. He showed that a
common feature of successful image quality metrics is that they involve a weighted sum over log frequency (a 1/f weighting)
rather than linear frequency. The use of log frequency deemphasizes high spatial frequencies. The 1/f weighting may be
attributable to the world being made out of edges3 rather than thin lines. However, the 1/f weighting seems surprising for a
sharpness metric which should emphasize the higher spatial frequencies. We are not persuaded that the MSE metrics in
common use should be called sharpness metrics.

The problem we have with both the subjective and the objective image quality methods is that there are multiple
aspects of image quality that are being lumped together by the single number. There might be blurring, jaggies, luminance
steps, blocking, aliasing, nonlinear luminance distortions and other specific types of image degradation that would be useful
to classify. Knowing what type of errors a particular image algorithm produces should help in improving the algorithm.
Simply knowing that the algorithm produces degradation isn't very helpful.

The two surprises discussed in this section are linked. If one uses complex images it is difficult to tease apart the
multiple components of image quality. We strongly believe that special stimuli should be used to assess particular
dimensions of image quality.

2.2 Using multipoles for assessing image quality.
A class of stimuli that should be useful for evaluating image quality is the family of multipoles. These stimuli were

discussed at this meeting two years ago8 so only a rough summary will be given here. The multipoles are derivatives and
integrals of a thin line. The first three derivatives of a line are a dipole (two adjacent opposite polarity lines), a quadrupole
(two adjacent opposite polarity dipoles) and an octupole. The first and second integrals of a line are an edge and a ramp.
Table 1 gives an estimate of the detection threshold of the multipoles on a uniform 100 cd/m2 background.

order name threshold aspect of image
-2 ramp .07 %/min shading
-1 edge .7% numbergrey levels
0 line 1.3%min edge jaggies
1 dipole 1.7 %min2 edge blur
2 quadrupole 1.0 %min3 line blur
3 octupole ?? %min4 edge resolution

Table 1

Klein8 showed how the multipole thresholds constrain the sinusoidal thresholds (the CSF), with the mth multipole providing
a constraint on the CSF where the CSF slope is -(m+1). That is, the edge threshold is related to the CSF where the slope is
0 and the line threshold is related to the CSF where its slope is -1.

The fourth column of Table 1 indicates how multipoles offer a formalism for assessing image quality. The ramp
threshold quantifies the observer's ability to detect slow luminance changes. This is a critical parameter for Discrete Cosine
Transform (DCT) compression, where the image is broken up into 8 x 8 pixel blocks. Each block is "Fourier" analyzed,
resulting in 63 "AC" coefficients and one "DC" coefficient. The ramp threshold provides a constraint on the number of bits
needed to encode the DC coefficient and the lowest frequency AC coefficients. If each pixel is .5 mm then adjacent DCT
blocks are separated by 4 mm. The ramp threshold of .07 %/min implies that if the DC level of adjacent blocks is greater
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than 4 x .07 =28% the ramp would be visible. In Section 3 where we calculate the total number of bits/mm2 that are needed
for the perfect display, we show that the edge threshold provides an even stronger constraint on the DC coefficient.

The line threshold is related to the visibility ofjagged edges. If an appropriately placed line is added to an edge it will
shift the location of the edge9 to produce a vernier offset. The threshold for detecting the vernier offset of the edge is directly
related to the visibility of the line. We believe that this connection between vernier acuity (and hyperacuity in general) and
multipole thresholds goes far towards demystifying the magnitude of hyperacuity thresholds. Edge raggedness is one of the
important dimensions of image quality10 and we believe that the line multipole threshold provides a metric for measuring the

visual system's sensitivity to raggedness.
The dipole threshold is related to the visibility of blur. A sharp edge with a dipole added to the edge will appear as a

blurred edge. The dipole threshold is directly related to the blur size. An advantage of using the dipole units rather than
measuring blur threshold in mm is that the former is less dependent on edge contrast. The dipole is the second derivative of
the edge, so its Fourier spectrum at low spatial frequencies is proportional to f rather than 1/f which would correspond to the
edge spectrum. It is to be expected that the sharpness aspect of an edge involves higher spatial frequencies than the edge
itself.

Just as a dipole added to an edge is equivalent to a blurred edge, so a quadrupole added to a line is the same asa blurred
line. In Section 3 we will show that the blur threshold is critical to our calculation of the number of bits/mm2 for the perfect
display.

The octupole threshold was not discussed in our paper of two years ago and to our knowledge it has not yet been
measured carefully. The octupole threshold is related to true resolution, as opposed to blur detection. An adjacent pair of
same polarity edges (a luminance staircase) may appear blurred when the edges are separated by about .33 mm. However,
when separated by a full mm, a double edge may be seen. We believe the octupole threshold is linked to the threshold of
discriminating a single edge from a double edge when edge blur is kept constant or eliminated as a cue by jittering the dipole
blur cue. These distinctions are relevant to an image quality metric since it is likely that the human observer is willing to
tolerate a small amount of blur but not a small amount of double vision. The relevance of these considerations to the number
of bits/mm2 is considered next.

2.3 What images should be used to evaluate image quality.
As stated earlier, we believe that greater clarity could be brought to image quality research and consequently to image

compression if the multiple aspects of image quality could be judged separately. The most obvious way to achieve this goal
is to devise a new set of images such that each image will be associated with one of the factors of interest. Once the different
image quality factors are known, a research program is needed to determine two thresholds: a threshold for the visibility of
the factor and a threshold to assess the degree to which that factor is bothersome. For example, a very small amount of bour
might be visible, but not bothersome. Starting in Section 2.3.2, we will list a set of possible candidate images.

2.3.1 Sampling the image to minimize aliasing.
Before going into details about a possible set of images to use for compression and image quality assessment, the

method of sampling the images must be discussed. Consider for simplicity the task of creating a digital image of a thin line
that has a slope of -.1 . How should the line be sampled. If one simply turned on the pixel closest to the line and left
neighboring pixels unaffected then a visible "jaggie" would be present when the tilted line moved to the next row of pixels.
The vernier acuity threshold for seeing jaggies is about 10 times smaller than the resolution threshold so one must "dither"
the grey levels to have the line position gradually shift between pixels. A popular smoothing technique is to interpolate by
convolving the image with a sinc function (sin(x)/x). This function is used because in the Fourier domain it is flat up to the
Nyquist frequency and is zero thereafter. This seems like a reasonable choice since it leaves the visible portion of the image
(below the Nyquist frequency) untouched and totally eliminates the higher (invisible) frequencies which could cause aliasing
problems. The left side of Table 2 shows the effect of the sinc function on the tilted line. The pixels closest to the line have
been underlined for clarity. The big problem with the sinc function is that negative values of luminance might be needed.
For a line superimposed on a background luminance it is possible to reduce the background to obtain the negative contrasts.
However, for a bright line on a dark background (a common stimulus in vision studies) the negative luminance values are
impossible to obtain. The linear interpolation scheme shown in the right panel of Table 2 can always be achieved, albeit at
the expense of non-perfect Fourier properties (there is some attenuation of visible frequencies and some nonvanishing higher
frequencies). The linear scheme also has the advantage of simplicity, and it will be the method of choice in this paper.
Linear interpolation has the consequence that there will be positions where the line is somewhat blurred as discussed in
Section 2.3.3. We now examine possible stimuli for assessing the separate factors of image quality.
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greatly reduced. The advantage of the spoke pattern is that it samples all orientations. The resolution limit can be judged by
noting the point at which the spokes become blurred.

2.3.6. A bisection stimulus to detect small luminance changes near high contrasts.
We believe that a bisection stimulus (three bright lines, separated by 1 .4 mm, on a dark background) is especially

sensitive to degradation in the compression procedure for several reasons: 1) The bisection thresholds are exceedingly low.
We found that a 1 sec of arc12 offset of the middle line was visible. Our results with a 5-line bisection task can now be
found in the Guiness Book of World Records13. 2) In the optimal configuration the test line is about 1.4 mm from the
surrounding reference lines. With this close spacing the bisection task amounts to a luminance discrimination task in the
presence of very large contrast changes between the bright lines and the dark background. Small quantization steps at
relatively high spatial frequencies are needed to maintain visible information. If the DCT block boundary falls in the middle
of this stimulus it will be quite difficult to maintain the correct information when the compression is inverted. We have also
applied the Haar Pyramid14 to the bisection stimulus and find that 20 bits/mm2 is required, just as for the DCT
compression, as will be discussed in Section 4.

2.3.7. Distant masks to test pyramid compression.
One of the advantages of the DCT algorithm over wavelet compression (see Section 4.4) is that the DCT filters are

quite local. The pyramid wavelets go to low spatial frequencies. We would like to propose a low contrast low spatial
frequency test pattern with distant high contrast edges. The idea is that the low frequencies would be disrupted by the distant
edge. Another possibility is to have a low contrast bisection stimulus on a dark background near a high luminance edge on
one side of the stimulus. The high contrast edge might produce a bias that would shift the position of the closest edge and
distort the bisection threshold. Distracting contours outside the stimulus have been shown to have little effects on size
judgemenLs15 so small effects due to the compression should be noticeable.

2.3.8. Tiny Snellen letters and complex natural images as a double-check.
Our last suggestion is that complex stimuli should also be used. Complex stimuli such as Snellen letters and natural

scenes have the advantage that these are the types of stimuli that will be used in practical applications. Text is especially
useful to include in test images since the human visual system may be quite sensitive to seeing distortions in familiar letters.
Complex stimuli have the disadvantage that they consist of multiple factors whose contribution to image quality are difficult
to tease apart. However, they should be used so that the results using our newly proposed stimuli can be compared to all the
past work in image quality and image compression.

2.4 Multiple judgements for assessing image quality.
Section 2. 1 discussed two surprises (use of complex images and use of a single index for image quality) that vision

researchers encounter upon entering the image processing field. In the preceding section we discussed a set of simple images
that we believe should augment the presently used complex images. Each of our suggested images is designed to test for one
or two factors of image quality. In addition to using a battery of simple images one could also use a battery of responses. It
has been shown16 that double-judgement psychophysics can provide rich data not only about the underlying dimensions of
the stimulus, but also about the observer's strategies and fluctuations of attention. As an example, one could use the
stimulus discussed in Section 2.3.3 and ask the observer to make a double judgement about the visibility of jaggies and also
about the visibility of blur.

3. HOW MANY BITS/MIN2 ARE REQUIRED OF A "PERFECT" DISPLAY?
Thepresent paper examines the specifications for perfect image quality. By perfect we mean that the reproduced image

is indistinguishable from the original. The question that immediately follows is how to specify the original. In our mind,
only one answer is satisfactory: the original image must be taken directly from nature, before being digitized, with a
continuum of grey levels and a continuum of sample points. A digitized image is not a good starting point because then one
must worry about whether it is visibly degraded. Thus we would like to start from a perfect original, the "gold standard" and
ask how many bits/mm2 are needed to maintain a perceptually lossless image after it is compressed. The most important
step for future research is to ask in what ways can the image be perceptually degraded (lossy transmission) that is least
bothersome to the observer.

194 / SPIE Vol. 1453 Human Vision, Visual Processing, and Digital Display 11(1991)



We use the units of bits/mm2 rather than bits/pixel or bits/cm2 to gain independence of pixel size and observer
distance. In the last section we extend our analysis to moving images and temporal compression and ask how many
bits/(min2-sec) are needed for a lossless reproduction.

3.1 Last year's estimate of 100 bits/mm2.
At last year's SPIE conference17 we argued that before compression, a lossless image required about 100 bits/mm2.

Based on recent data we would like to revise this number to 135 bits/mm2. This calculation is based on the product of two
factors:
1) the need for 3 pixels/mm, or 9 pixels/mm2, because of the .33 mm resolution threshold. Two thin lines that are separated

by .33 mm can be discriminated from a single line of twice the contrast. This implied sampling density of 180
samples/deg (3 samples/mm) is greater than the 120 samples/deg expected from the Nyquist frequency of 60 c/deg. This
seeming discrepancy with the Nyquist limit is discussed in more detail by Klein & Carney18. To help understand the
need for supra-Nyquist sampling consider the case of a 60 c/deg grating with a contrast of 165%. Such a high contrast
can be obtained by having one bright pixel alternating with two dark pixels, assuming each pixel has a uniform
distribution. The contrast of the rectangular grating is given by 2sin(icx)/(irx) where x = 1/3 for the present example of a
33% duty cycle. In order to obtain the high contrast, 3 pixels per cycle (3 pixels/mm) are needed, corresponding to
sampling at 180 c/deg. This need for supra-Nyquist sampling is linked to the constraint that image intensities can't get
blacker than black. Thus the desired 165% image contrast must be produced by decreased duty cycle rather than by
generating a pure sinusoid whose contrast is greater than 100%. Because of the optical transfer function attenuation due
to diffraction and optical aberrations, the 165% object contrast becomes a contrast of less than 10% on the retinal image.
Thus cone spacing of .5 cones/mm is adequate to sample the low contrast retinal image.

2) Last year we suggested that 1 1 .2 bits were needed to specify the 2300 grey levels that could be discriminated by human
vision. This number of levels was based on a logarithmic attenuator covering the range from 2 cd/m2 to 200 cd/m2 in
steps of .2%. The combination of 9 pixels/mm2 and 1 1.2 bits/pixel leads to more than 100 bits/mm2. This year in
Section 3.3, we will argue that 15 bits/pixel are needed to represent a full range of images.

3.2 The need for non-square lookup tables.
We would like to take greater care with the calculation of the number of grey levels than we did last year. We became

aware of the need for large numbers of grey levels when we ran into the following problem. One of our display systems has a
non-square lookup table (LUT) with 12 bits of addresses, each storing a 16 bit number that controls a 16 bit digital to analog
converter (DAC). An LUT with the number of output bits differing from the number of input bits will be called a non-square
LUT. We had assumed that this system should be capable of displaying whatever luminances we wanted. We were wrong.
With 12 bits to cover from 0 to 200 cd/m2 each step is about 200/212 .05 cd/m2. In preparation for this talk, we wanted
to measure the threshold of a grating on a dim background. As will be discussed in Section 3.3 we found that on a 1 cd/m2
background, luminance increments smaller than .006 cd/rn2 were visible, a factor of almost 10 smaller than what could be
provided by our stimulus generator with its 12 bits of image information. We will argue that our LUT was designed
backwards. Instead of 12 bits for input and 16 bits for output, we need 15 bits for input (the intended luminance values which
become the LUT addresses) and only 12 bits of output. The reduced need for output bits is because of the accelerating
"gamma" of the display scope

L-Lo=a(V-Vo)T (1)

where L and V are the luminance and voltage; cx, V0 and Lj are constants and the gamma is, 2.2. At low luminances, the
luminance is a very shallow function of input voltage so it is quite easy to achieve increments of .006 cd/rn2 even with the
"coarse" steps ofa 12 bit DAC. Quantitative aspects relating to the monitor's gamma and the non-square LUTs are discussed
elsewhere18 At the lowest luminances (lowest LUT addresses) successive LUT values will tend to increment by unity to
produce very small changes in luminance according to Eq. 1 . At higher luminances, many adjacent LUT addresses will
contain the same LW' value since Eq. 1 implies that the .006 cd/m2 luminance change (a shift of 1 LUT address) is associated
with a very small voltage change, much smaller than one step of the DAC. If a nonlinear transformation of the image is
stored rather than a linear representation, then it should be possible to use 12 rather than 15 bits, resulting in a square LUT,
but to carry out this transformation rapidly, the same non-square LUT would have to be used with the output going to
memory rather than to a DAC.
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3.3 A "tricky" experiment to measure the number of discriminable grey levels.
Based on an experiment that we recently completed we believe that it is possible to detect a moving grating whose

change in luminance is .006 cd/rn2. We measured the contrast discrimination threshold of a 2 c/deg sinusoidal grating drifting
at 5 Hz at a luminance of 1 cd/rn2. We generated this luminance level by using our original 100cd/m2 stimulus and having
the observer use goggles with a 2 ND filter (a 100-fold luminance reduction). We could discriminate (d'=1) between gratings
whose contrasts were 1.5% and. 1.9%. Thus the detection threshold was .4%. The contrast of the moving pedestal was
chosen to place the test conditions at the bottom of the "dipper" function to make use of the contrast facilitation effect19'20.
If a square wave rather than a sine wave had been used, the contrast of the funthmental becomes it/4 *•4% .314%. This
corresponds to a luminance increment of 1 cd/m2* .3 14% *2 .00628 cd/m2. The factor of 2 is introduced because the
luminance change from the peak to the trough of a square wave is twice the Michelson conirast of the square wave. The total
number of equally spaced steps going from 0 to 200 cd/m2 is 2001.00628 = 31 ,800. In counting the needed number of grey
levels we are being conservative. Instead of using multiple grey levels to produce the sinusoid we have used a square wave
with just 2 levels. In order to specify 3 1 .800 levels 15 bits are needed.

This experiment was designed to show that a large number of bits are needed. The presence of motion reduced
thresholds by at least a factor of two below thresholds for static gratings. By using a contrast discrimination task rather than
contrast detection another factor of 2 -3 was gained19'20. Finally, the low background luminance was critically important
in obtaining super-low luminance discrimination thresholds. Even if the low background luminance had not been used,
surprisingly low contrast thresholds are obtainable. In an experiment with drifting 4 c/deg sinusoids on a uniform background
of 100 cd/rn2 with a moving near-threshold pedestal, we found the test threshold to be .04%. Thus, a 100-fold increase in
luminance resulted in a 10-fold increase in contrast threshold.

It might be thought that the demands of a "perfect" display are unreasonable. How can one achieve pixels of .33 mm
and 15 bits of grey level? The small pixel size is, of course, easily obtained by increasing the viewing distance. The CCIR
Recommendation 601 for the digital video standard specifies 525 lines per frame and 858 samples per line. At a viewing
distance of about 20 screen heights the appropriate pixel size is achieved, albeit at the expense of a small screen height of 525
x .33 = 175 mm 3 deg. The 15 bits of luminance is also easy to achieve by combining the three 8-bit color outputs using
a passive resistor network21 . Pe11i22 has shown how the resistor values can be chosen so that the output and input
impedances are proper.

3.4 The total number of bits/mm2.
Based on 9 pixels/mm2 and 15 bits/pixel, one arrives at a total of 135 bits/mm2. This is the number of bit/mm2 that

are needed by a display in order to generate all images that can be discriminated by human vision. The factors entering this
calculation were the resolution threshold of .33 mm, and the luminance discrimination threshold of .0063 cd/m2 out of a 200
cd/m2 range. We also assumed (as is almost universally the case) that the input to the lookup table (the addresses) are
uniformly spaced. One further most important assumption is being made in arriving at 135 bits/mm2. We are assuming
separability of the spatial resolution and the grey level resolution. It is the separability assumption that allowed us to
multiply 9 times 15 to arrive at 135. This assumption is valid for a display monitor where the pixel spacing is fixed by the
scanning hardware, and the grey levels are fixed by the independent operation of the beam voltage. However, in storing and in
transmitting images the separability assumption need not be made. One can get dramatic savings of bit/mm2 by abandoning
separability, because for high spatial frequencies, far fewer grey levels are needed than for low spatial frequencies. This is the

subject of image compression.

4. IMAGE COMPRESSION AND THE JPEG-DCT STANDARD.
This past year has seen dramatic changes in the image compression business. It has gone public and has reached the

masses. At this conference last year we had barely even heard of the letters JPEG (Joint Photographic Expert Group). Now
we are inundated with articles and advertisements about how we can purchase software and hardware for our personal
computers to compress images according to the JPEG-DCT standard. A comprehensive book devoted to the DCT method has
just been published23. The presence of the JPEG standard, and the proliferation of compression packages, is of interest to
vision researchers. Of all the schemes that the JPEG committee considered for the compression standard, the Discrete Cosine
Transform is probably the closest to the representation used by the visual system, as will be discussed in Section 4.3. 1 . In
our paper submitted to last year's SPIE meeting17 we went into great detail about how knowledge about the human visual
system has some surprising implications for the quantization step-size of DCT compression. This year, rather than reviewing
that material again, we will focus on two aspects for which the JPEG-DCT standard has been criticized (Section 4.2), but for
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which in reality the JPEG decision was clever and correct. Then we will offer three suggestions (Section 4.3) for improving
the JPEG method. Finally we will summarize the reasons why we claim that about 20 bit/mm2 are needed after compression
whereas it is common to see claims that 1 bit/mm2 or less are sufficient for lossless compression6'7'23.

4.1. What is the JPEG-DCT standard
First, a brief review of the standard is useful (see the overview by Wallace24 for a much more detailed description of

the JPEG standard). The JPEG method consists of the following steps:
1) Sample the image, taking care to avoid aliasing, as discussed in Section 2.3.1.
2) Divide the image into 8 x 8 pixel blocks. A typical pixel size is about 1 mm (1 pixel/mm). Unless stated otherwise, we

will assume the image is sampled at twice this frequency (2 pixels/mm) in order to obtain near perfect image quality. We
have argued earlier (Section 3.1) that 3 pixels/mm are needed to be able to represent sharp lines and edges. Our choice of 2
pixels/mm is a compromise between 1 and 3 pixels/mm.

3) Fourier analyze each block according to the Discrete Cosine Transform. The DCT avoids the cumbersome split into real
and imaginary Fourier components by making the image symmetric by adjoining its reflection. Thus if the 8 pixels are
represented by abcdefgh, the image that is Fourier analyzed is abcdefghhgfedcba. Since these 16 pixels are symmetric they
only have cosine components. For a 4 mm blocksize, the 8 Fourier coefficients have frequencies of: 0, 7.5, 15, 22.5, 30,
37.5, 45, and 52.5 c/deg. This analysis can be extended to two dimensions, in which case higher frequencies are present
according to the Pythagorean sum of the horizontal and vertical frequencies. The first term (0 c/deg) is called the DC term.
The term at 60 c/deg in the original Fourier transform has vanishing amplitude for the symmetrized DCT block.

4) Quantize the coefficients. This is the only stage at which information is lost. The JPEG-DCT standard allows the user to
choose the number of contrast levels for each DCT coefficient. From the discussion of Section 3.3 it can be shown that
the 15 bits/pixel get converted to 15 bitsfDCT coefficient. The zero frequency, DC, coefficient still needs the full 15 bits
for its specification, but the higher frequencies need far fewer bits, because of the falloff of the CSF. In Tables 1, 2, and 3
of our earlier paper17 we went through detailed calculations of the number of bits needed at each spatial frequency. For
example, we claimed 1 1 , 6.7, 6. 1 , and 5.0 bits were needed at 0, 15, 30, and 45 c/deg (see Table 3 of the present paper).
This estimate for the DC term is lower than our present estimate. Our present estimate of 1 5 bits is based on the
experiment with moving square wave gratings at a low luminance discussed earlier. Since the DCT algorithm forms the
basis for the moving image standard being developed by the MPEG committee (see Section 5. 1), we feel it is useful to use
moving images for deciding on the quantization levels for "perfect" compression.

The specific quantization levels depend on many factors. One most important factor is the pixel size. For .5 mm
pixels (as assumed by Klein17) the quantization produces much more compression than if the pixel size were 1 mm (as is
assumed in most image compression studies). Further studies about what is visible to the human visual system is needed
to determine the optimal quantization rules. There are proposals to choose the quantization steps according to the
environment of the block. If the block is surrounded by noise then maybe coarser steps would be sufficient for
perceptually lossless compression.

An important decision made by the JPEG-DCT committee was to allow the quantization rules to be easily modified by
the user and transmitted as part of the compressed code. This was wise since the amount of quantization depends critically
on the pixel size and the mean luminance. The degree of perceptually lossless quantization may also depend of local
aspects of the image such as its local "activity". Vision researchers have been handed the important challenge of
determining the maximum amount of quantization that is possible under different circumstances.

5) After the quantization it is expected that for typical natural scenes of interest most of the DCT coefficients will have
values near zero. The reason is because most natural scenes have large regions with low contrast. This allows entropy
coding to use short "words" to encode the most frequently occuring coefficients. No information is lost by this coding
step. The amount of compression achieved by this step depends on the image. For an image full of tiny high contrast
objects, very little compression will be achieved in this step.

4.2 Why two JPEG "weaknesses" may in fact be strengths.
The recent static image compression standard adapted by the JPEG committee was not achieved without controversy.

There were, of course, arguments about the relative merits of the Discrete Cosine Transform, the wavelet transform, vector
quantization and other compression methods. They will be compared and discussed in Section 4.4. Here we will consider
details about the specific JPEG-IXT method that have been questioned

4.2.1 Uniform quantization vs. Weber quantization.
One of the most common applications of the human visual system to image compression is to make use of Weber's

Law for contrast as a means for having coarser quantization at high contrast than at low contrasts. Stromeyer & Klein20
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demonstrated this Weber's relation by showing that a 9 c/deg test pattern was much more visible when presented on a low
contrast 9 c/deg pedestal than on a high conirast pedestal. In fact, at low contrast they showed the test grating was facilitated,
as will be discussed in Section 4.2.2. Many authors25 have proposed using the high contrast Weber masking (or the
masking due to adjacent high contrast features) to reduce the number of bits needed for each DCT coefficient In Section 3.3
of our paper last year17 we presented the details on how Weber's Law masking could be used in a manner that was compatible
with contrast facilitation.

In order to appreciate the number of bits that can be saved by using Weber's Law it is useful to reproduce a portion of
Table 1 oflast year's paper17.

spatial frequency (c/deg) 0 7.5 15 22.5 30 37.5 45 52.5 total
CSF (1/%contrast threshold 258 138 63.6 27.7 11.7 4.8 2.0 bits/mm2

d' range for 200% 119 106 89 70 71 33 15.5

number bits/coef for 200% 11 (15) 6.9 6.7 6.5 6.1 5.7 5.0 4.0 19.0

equal quantization steps 2066 1102 509 222 94 39 16
number bits/coef 11(15) 11 10 9.0 7.8 6.6 5.3 4.0 27.3

Table 3. Total number of bits in each frequency range with Weber's and equal
quantization. The first row is the spatial frequency, the second is the contrast sensitivity for a
stationary grating for the standard CSF discussed by Klein & Levi12. The third row gives the number
ofjnds from 0 to 200% contrast using the transducer function discussed by Klein & Levi12. The fourth
row converts the transducer range (d') to bits by taking the log base 2. The fifth and sixth rows are
discussed below. The last column gives the total number of bits/mm2 as discussed last yeai47.

Consider, for example, the 22.5 c/deg component. The CSF is 63.6 which means that the detection threshold is 1/63.6 =
1 .572%. In the above Table we assumed that because of the facilitation effect, contrast steps of half the detection threshold
(1.572%12 = .786%) would be discriminable at the optimal pedestal contrast The total number of levels needed to cover the
range from from -200% to +200% would thus be 4001.786 = 509 (see next to last row). The argument for the contrast limits
being 200% rather than 100% were presented last year (Section 3.217). The 509 steps require log(509)/log(2) = 9.0 bits. The
use of Weber's law could reduce this value to 6.5 bits (fourth row) achieving more than 25% reduction in bits.

It came as a surprise to many workers in this field that the JPEG committee decided to not include any means for
incorporating Weber's Law into the quantization. The JPEG standard only allows for uniform quantization. Why? Here are
two good guesses.

First, the savings due to Weber's Law are less than might be expected from the above example. If one looks at the
columns for spatial frequencies above 22.5 c/deg one sees that the savings of bits is much reduced. This is because at higher
spatial frequencies the detection threshold is larger and there isn't much of a range for the Weber masking to raise thresholds.
When tallying up the total number of bits/mm2 it turns out that the dominant contributions are from spatial frequencies
above 22.5 c/deg. In a future publication14 we will present plots that should clarify these arguments. In an excellent paper
at this conference two years ago, Girod26 also showed that the savings of bits that can be expected from spatial masking (and
also temporal masking) is very small.

The second reason in favor of uniform quantization over Weber quantization may be even more important. Section 3.6
of last year's paper17 was titled "Problems with Weber's Law Quantization". That section examined the DCT coefficients for
the task of discriminating the following pair of 8 pixel stimuli: (26 25 25 25 25 25 25 255) and (25 25 25 25 2525 25
255). The task involve the discrimination of levels 25 and 26 in the presence of a masking stimulus of intensity 255 that is
separated by 7 pixels (3.5 mm). This discrimination should be easy for the human observer. We showed that preservation of
information about the low contrast step required the preservation of small differences in DCT coefficients that were highly
stimulated. If Weber's law had been used to coarsely quantize the levels because of their high level of stimulation, then the
discnminability of levels 25 and 26 would have been lost. Uniform quantization is needed to avoid the effects of nonlocal
masking.

The last column of Table 3 deserves more mention than it will get here. The values of 19.0 and 27.3 bits/mm2 are the
results of our calculation of the amount of compression possible with the DCT algorithm with .5 nun pixels. The two
values are for Weber's Law quantization and for uniform quantization assuming that the compressed image is perceptually
lossless. The details of the calculation are in last year's Symposium Proceedings17. The two important points to notice are
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first the number of required bits/mm2 is much less than the 135 bits/mm2 of the original image. Second, the number is
much larger than the usual estimate of about 1 bit/mm2. The estimate of 6 bits/mm2 made by Girod26 is not that different
from our estimates since his original images had course pixels of about 1 mm, rather than .5mm.

4.2.2 8 vs. 16 pixel blocks.
A second decision made by the JPEG committee was to fix the block size at 8 pixels (4 mm in our analysis). As

shown in Table 3 of Klein17 one can save about 1.5 bits/mm2 by using a larger block size of 16 pixels (8 mm). Part of this
savings is that the 1 1 bits (15 bits in our newer analysis) of the DC term is spread over 8 x 8 =64 mm2rather than 4 x 4 =
16 mm2. We imagine that the reason that the JPEG standard is based on the smaller block size is that the savings of bits
with the larger block size does not compensate for the interference due to the nonlocal masking that was discussed in the
preceding paragraph. In Section 4.3.1 we will present evidence that by the time objects are separated by more than 4 mm,
they are processed by separate modules. It makes sense to us to divide the image up into many modules that have limited
interactions. By limiting the interactions, different objects have a better change of not being masked and perturbed by their
neighbors.

It should be remembered that our pixel size is half of what is typically used. The more typical situation (1 mm/pixel)
with 8 mm blocks is associated with a fundamental spatial frequency of 3.75c/deg, near the peak of the CSF. For 16 pixel
blocks the block size would be 16 mm (with the usual 1 mm/pixel) which is much larger than the human processing
modules. With the advent of HDTV we expect that smaller pixel sizes (like .5 mm/pixel) will be found to be useful for
improved image quality. In that case, 16 pixel blocks with the same 8 mm block as at present, may be advocated. It is our
understanding that it is not difficult to combine adjacent blocks in the present JPEG algorithm to effectively achieve 16 pixel
blocks.

4.3 Suggestions for JPEG-DCT compression.
The JPEG-DCT standard is established. We can expect a rapid decrease in the efforts to develop competing

compression schemes such as vector quantization, and expanded efforts to improve the DCT algorithm. We would like to
offer three suggestions that we believe will help this improvement.

4.3.1 Two numbers are needed.
Image compression reduces the number of bits/mm2 in steps 4 and 5 listed in Section 4.1.1: Step 4) When the

luminance or contrast levels are quantized one can save many bits/mm2 because of the poor visibility of high spatial
frequencies. The quantization step is irreversible. Step 5) The redundancy in the image, such as a large empty patch of
sky, allows a variety of coding schemes (Huffman or Arithmetic coding) to reduce the number of bits/mm2. This entropy
coding step is reversible since information is not lost.

Researchers in human vision are mainly interested in the first of the above 2 steps since the second is a property of the
image rather than a property of the observer. We recommend that everyone doing image compression research should
separately report the reduction in bits/mm2 from each of these factors. It would be most useful to know both the quantization
savings and the image redundancy savings for a variety of images, for different choices of compression rules. It should be
quite simple to implement this suggestion.

4.3.2 How many contrast levels are needed: facilitation and 200% contrast.
In the quantization step one must be careful to not underestimate the number of contrast levels that are needed. We

have already discussed the need to take facilitation into account when deciding on the quantization interval. Facilitation occurs
not only within one DCT coefficient, but also between coefficients. Stromeyer & Klein20 showed that a suprathreshold
fundamental (say at 7.5c/deg) could facilitate the third harmonic (at 22.5 c/deg). Thus the sharpness of a square wave gratingS
can be discriminated before the third harmonic of the square wave can be detected, contrary to the earlier findings of Camjbe11
& Robson27. These interactions between well separated spatial frequencies may seem to violate the independence of channels
that is often assumed in channel models; however, Stromeyer & Klein20 showed that in fact the results fit well with
independent medium bandwidth channels.

A second factor that should not be ignored when quantizing the DCT coefficients is to remember that the range of
contrasts goes between -200% and +200%. It would be a natural mistake to have contrasts go between -100% and +100%.
Our paper last year17 provided details on the need for the extended contrast range.

4.3.3 What images should be used as standards.
Section 2.3 addresses the general question of what images should be used for assessing image quality. For the specific

case of DCT compression, special stimuli could be used to isolate particular aspects of the DCT algorithm. A feature of the

SPIE Vol. 1453 Human Vision, Visual Processing, arid Digital Display 11(1991) / 199



DCT method is its 8 pixel blocks that are all lined up horizontally and vertically. Small artifacts could show up as
"blocking". The shallow ramp (Section 2.3.2) and the large thin circle (Section 2.3.3) should reveal blocking. The effect of
the thin circle might be enhanced by replacing the single circle with a repetitive grating consisting of thin horizontal lines
that are separated by 15 pixels. The 15 pixel separation will "beat" with the 8 pixel separation between blocks. Most of the
time a blank block will fall between the adjacent lines, but 1/8 of the time the lines will be in adjacent blocks. Quantization
of the DCT coefficients could result in a visible step at the boundary between blocks. Our goal is to find an image such that
the quantization errors add coherently to make the blocking visible. The quantization of each coefficient might not be visible,
but their sum at the block boundary might be quite noticeable especially with the coherent beats.

Our goal in inventing these "diabolical" stimuli is to isolate the different components of image quality as we discussed
in Section 2. The method used by most compression researchers for assessing quality is to take a complex image and
carefully scrutinize it for artifacts. One might see blocking in the nose of a woman, or jaggies in the ropes of a sailboat. A
better method would be to use specific images that isolate specific factors. Once separate factors are isolated, the compression
algorithm can be improved to eliminate the specific problems.

4.4 DCT vs. Pyramids vs. Viewprint.
This section compares the DCT transformation to other possible transformations that could have been chosen by the

JPEG committee. Our main interest is in the wavelet and viewprint transformations that are familiar to the vision
community and in fact have been used in vision modeling for many years. We first comment on a more general
transformation: vector quantization.

Two years ago at this meeting Budge and coworkers28 presented some new ideas on how to combine vector
quantization, the human visual model and improved metrics for assessing image quality. Why didn't JPEG go in this
direction? In principle, vector quantization should do better than the DCT method because the latter is a special case of the
former. The vector quantization method uses arbitrarily designed basis vectors, not necessarily the cosines of the DCT
method. Its two main flaws are: 1) the encoding step is slow, especially compared to the extremely rapid DCT and wavelet
algorithms. 2) it would be hard to standardize the codebook of basis vectors for decomposing the image. In the DCT method
the basis vectors are not subject to modification. A great deal of work has gone into developing complicated methods, such
as vector quantization, that seem to hold promise for improved image compression. The human vision community should be
pleased that the winning method (according to JPEG) is probably the simplest the DCT based on 8 pixel blocks. As we now
discuss, there is great similarity between DCT compression and the compression scheme used by our own visual system.

4.4.1 The DCT and human vision modules.
In the DCT algorithm, the smallest features of the image are represented in Fourier coefficients and the larger features

are represented spatially. If the viewing distance is chosen such that the pixel size is .5min, then the 8 pixel DCT block
subtends 4 mm. This 4 mm block size is similar to the scheme that seems to be used by the human visual system. The
visual system is organized into anatomical modules (1 mm2 on the cortex) called hypercolumns29. Levi & Klein30'31'32.
have shown that psychophysical experiments lead to similar conclusions and they refer to "perceptual hypercolumns" as the
unit of perceptual processing. In the fovea the anatomical and perceptual hypercolumns are about 4 min. Within one of these
units there is considerable masking and interaction between adjacent features. We call this the "filter" regime. Outside of this
distance, stimuli are relatively independent. We call this the "local sign" regime32. It is possible that within a hypercolumn,
the separations of features are represented by the activity of size-tuned filters of different sizes (similar to Fourier amplitudes),
and between hypercolumns they are represented by the relative positions of hypercolumns. Thus we are claiming that the
DCT representation is remarkably similar to the representation of the visual system.

There are drawbacks to the DCT representation. One is that blocking artifacts may result. After the Fourier
coefficients are quantized there will be discontinuities between adjacent blocks. Since the blocks are perfectly aligned
horizontally and vertically, the discontinuities might be visible as vertical and horizontal lines at the block boundaries.

Another drawback of the DCT representation is that it keeps more information than can be used by the human visual
system. The DCT algorithm must be able to maintain information about the position of a single thin line to about 1/60 of a
block size. This is because one can set up a bisection stimulus with the three lines separated by 1 block. The threshold for
centering the middle line is about 1/60 of the line separation. If now, the line separation is increased to 40 blocks, the human
threshold will increase to 40/60 block, whereas the DCT method will still preserve the line position to 1/60 block. The
viewprint representation (Section 4.4.4) may be better in this regard. The human visual system is able to throw away
absolute position information for large separations by using a trick not available to image compression. Sampling is sparse
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in the periphery32. The density of cortical neurons at 10 deg in the periphery is less than 1% of fovea! density. An image
compression scheme can't do the same because the viewer's eye position is not known.

4.4.2. Pyramids and wavelets.
The pyramid decomposition of Burt & Adelson33 was the first to have an impact on the vision community. There

have been too many developments in this area to he reviewed here. The goal of the present section is merely to point out
some advantages and disadvantages of these approaches. To keep up with fashion, they will be called the "wavelet" method
because of the elegant wavelet mathematics34. The wavelet transform convolves the image with filters of different sizes but
with the same receptive field shape. The tiny filters are sampled much finer than the large filters.

The wavelet decomposition has several advantages over the DCT method:
1) The fixed blocks of the DCT can be responsible for blocking artifacts as was discussed in Section 2.3.2 and 4.3.3. The

wavelet transform minimizes the blocking because the receptive fields of the filters overlap, contrary to the DCT blocks.
Another contribution to DCT blocking is the jump in DC value from block to block. The wavelets avoid the DC term
and use larger size filters to represent the slow changes in luminance.

2) The DCT DC term requires 15 bits for lossless quantization as discussed above. The wavelets require less bits because the
high pass (AC) nature of the filters. The number of discriminable contrast levels is less than the number of discnminable
luminance levels (although a "diabolical" image similar to Section 3.3 might imply that more contrast levels are needed).

The wavelets also have disadvantages:
1) The wavelet receptive field is not unique, nor is its sampling scheme. This information must thus also be transmitted.
2) The low frequency wavelets extend over a large area and are thus susceptible to the problem discussed earlier where distant

maskers cause interference. This problem is less severe than with the DCT with large block size since the extended
wavelets are only at low frequencies and thus do not interfere with local features.

3) Shockingly rapid software and hardware have been developed for the DCT algorithm. Similar developments may be
possible for the wavelets but we are not aware of them.

4) A drawback that the wavelets have in common with the DCT, is that slight shifts of the digitizer can produce large shifts
in the transform coefficients. This can cause a problem for motion compression where the scene is stationary except for a
slight camera jiggle. A very small shift of the camera can produce dramatic changes in all the high spatial frequency
components. A representation, such as the viewprint, that is robust to small image motions is desireable.

In order to determine the amount of compression that can be achieved by wavelet compression we14 have applied the
simplest wavelet scheme, the Haar pyramid, to the bisection task12 that we earlier claimed (Section 2.3.6) would provided
one of the strictest challenges for compression. Our conclusion that about 20 bits/mm2 are needed is in agreement with our
conclusions from DCT compression14. The wavelet transform is elegant. If it can be made to operate faster, we suspect that
it will be a strong contender as the best compression algorithm.

4.4.3 What are the best (and worst) wavelet functions?
In choosing the optimal wavelet shape the goal is to use a function shape that is local in both space and in spatial

frequency. The need for spatial localization has been mentioned many times. We want to avoid nonlocal masking whereby a
separated high contrast edge interferes with a local low contrast feature. Localization in spatial frequency is needed to aid the
quantization savings. If the high pass wavelets had broad bandwidth then their low frequency content would aid the visibility
of the wavelet thereby reducing the amount of compression. As we pointed out in Section 4.2.2 the main contribution to the
number of bits/mm2 comes from frequencies above 22.5 c/deg. Compression works because at these high frequencies the
detection threshold is high. Narrow bandwidths are needed to force the wavelets to be detected at the high frequencies where
sensitivity is low and therefore quantization can be dramatic.

There has been a recent controversy about what wavelet shape minimizes the joint uncertainty in space and spitial
frequency

U = <x2><(f-f)2>. (2)
Stork & Wilson35 have written an interesting paper on this topic and claim that there are a class of functions that do better
than Gabor functions. Klein & Beutter36 showed that in fact the Gabor functions do better than the Stork & Wilson
proposal, but it is not at all clear that the Gabor functions are the best. The situation with real functions is quite different
from the complex functions originally discussed by Gabor7, where complex Gabor function have minimum uncertainty.
Further research is needed to find the class of functions that minimize Eq. 2 for different values of fo.

If f0 is zero then Eq. 2 becomes the "Heisenberg" uncertainty relation. It is well known that the Gaussian is the
unique function that minimizes Eq. 2. Gabor37 and Stork & Wilson35 used the calculus of variations and claimed that the
Hermite polynomials times Gaussians are local minima. Their claim is not quite correct. The Hermite functions turn out to
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be saddle points. If we constrain the wavelets to be a Gaussian times an nth order polynomial then it turns out that the nth
order Hermite function maximizes the uncertainty37. Thus Gabor found the worst possible functions rather than the best. He
correctly found an extremum using the calculus of variations, but didn't realize that the extremum was a maximum rather than
a minimum! The message here is to not use Hermite functions for the wavelets.

4.4.4. The viewprint model. Getting rid of absolute phase.
The viewprint model is the name given by Klein & Levi12 to the model they used for accounting for the bisection data

discussed earlier. The same representation was used by Stromeyer & Klein38 to show how to do summation over both space
and spatial frequency. A viewprint is similar to the wavelet transform in that it represents the output of a bank of filters, all
of the same shape, of different sizes and positions. A viewprint is generated by first producing two wavelet transforms, where
for the second transform the wavelet receptive field is the Hubert transform of the first wavelet's receptive field. Thus if the
original wavelet was even-symmetric, then the second wavelet would be odd-symmetric. The Cauchy functions12 form a
convenient set of wavelet bases since the Hubert pairs have a very simple analytic form (the Fourier transform of both is
frexp(f/fo)). The viewprint is simply the Pythagorean sum of the two wavelet transforms. The point of taking the
Pythagorean sum is to eliminate the local phase. This representation is the visual analog of the voiceprint or the 5 line
music notation used in audition. The human visual system is very sensitive to relative position (spatial frequency) but not
sensitive to small displacements of entire objects (local phase). The Pythagorean sum has also been called the "energy
representation". One problem with the viewprint representation is that it has lost the distinction about whether a feature is
black or white. Thus, we have appended to the viewpnnt "one bit" of phase12: the sign of the original symmetric wavelet
transform. We believe that one-bit phase is like color and need not be maintained at the highest spatial frequencies. The
advantage of the viewprint representation over the wavelet representation is that it changes much slower across the image.
The characteristic oscillation of the wavelet is governed by the mean spatial frequency of the wavelet. The characteristic
oscillation of the viewprint is governed by the envelope of the wavelet. Thus the viewpnnt is does not change much after a
small shift of eye position (or digitizer position).

A dramatic feature that stands out in the viewprint representation are the rapid changes in activity near the null
points12. it is this rapid change that makes it possible to achieve the very low hyperacuity thresholds that we reported12. In
order to determine the null points accurately, we believe the viewprint must be sampled finer than what is required for the
wavelet transform. This overcompleteness may be a problem for compression, but the advantages may compensate.

At present, the viewprint scheme is not a viable candidate as a representation for image compression because there has
been so little research on it. The scale-space zero-crossing theories of Witkin39 and Yuille & Poggio40 are relevant to our
"one-bit phase" map rather than the energy map of the full viewpnnt. There is much that must be learned: how to invert the
viewprint representation, what sampling grain is adequate, what filters are optimal, is it sufficient to locate the null points
accurately? The robustness of this representation to small translations seems sufficiently promising that further research
should be encouraged.

5. COMPRESSION OF MOVING IMAGES.
This section is different from what came before because we have been unable to come up with a reasonable definition

of the "perfect" digitized moving image. Recall that for static images we established our "gold standard" in Section 3 by
asking how many bits/mm2 were needed to display an image that was not perceptually discnminable from the original
predigitized image. With this start we were then able to compress the image. The problem with motion is that it is difficult
to specify the original lossless image. Before getting into these problems it is useful to provide an overview of the motion
compression standard that is being developed (both Sony and C-Cube have already demonstrated MPEG chips).

5.1 The developing MPEG standard.
The general MPEG (Motion Picture Experts Group) specification is a display size of 288 lines of 352 pixels, a picture

rate of 30 Hz and a transfer rate of 1 .5 Mbit/sec. These three specifications imply that the image must be compressed to
about .5 bits/pixel. Although .5 bits/pixel is in the ballpark for the images presently used6'7 it is far from the more than 20
bits/mm2 that are needed to compress a "perfect" image. There is a class of moving images for which our "perfect" quality
might be possible. If the image is mainly a stationary background with only a few moving objects, then only information
about the moving objects need to be transmitted. For rigid motions of the object or background (panning) only the velocity
of the object and boundary information needs to be sent. The MPEG standard is based on this analysis. The general MPEG
strategy is to do a DCT compression of an initial reference frame in 8 x 8 blocks. For subsequent frames only information
about the estimated velocity of each block and the difference between the actual and predicted (based on the velocity) needs to
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be sent. The DCT representation may have trouble predicting the shifted blocks due to the phase sensitivity of the
coefficients. The viewpnnt representation should be better. Clever schemes for using both forward extrapolation and
bidirectional interpolation are included in the MPEG standard. Our reason for presenting these details is to point out that the
MPEG standard will have a mechanism for tracking moving objects so that fine detail of the moving objects can be preserved
without a heavy drain on the transmission bit rate.

5.2 Problems with displays for "perfect" motion
The MPEG scheme of tracking blocks is a good idea. The reason is that the human observer is able to track moving

objects. With practice an observer can track objects moving at 20 deg/sec and maintain 20120 acuity. Thus for the "perfect"
display one would want to preserve image sharpness of moving objects. There is a severe penalty to this decision. Suppose
the stimulus consists of thin, bright vertical lines, some moving to the right at 20 deg/sec and some moving to the left at the
same speed. They can't be pre-blurred since an observer who is tracking a line would notice the blurring. Now comes the
problem: for an observer tracking the rightward moving line, the leftward moving line will appear as a stroboscopically
illuminated grating, where the strobe frequency is the frame rate. Since the leftward line has a relative velocity of 40 deg/sec,
a 60 Hz frame rate will produce stroboscopic lines separated by 40 mm. In order to avoid the visibility of the grating the
temporally sampled lines should not be more than 2 mm apart. This requirement would increase the frame rate of the
"perfect" display by a factor of 20 to 1200 Hz. In this discussion we are ignoring saccadic eye movements that can have
much higher velocities since vision is degraded during a saccade and since the 1200 Hz framerate is absurd enough that we
need not seek arguments for yet higher rates.

One might object to the above experiment which assumes high acuity during pursuit, because during pursuit the eye's
velocity usually doesn't perfectly match the object's velocity. That is missing the point. In our ground rules for the "perfect"
display we didn't specify the criterion the observer is to use for his judgement. By adopting a very strict criterion with a
rating scale methodology, the observer can achieve high acuity with a low false alarm rate by reserving the high ratings for
those occasions where the tracking was good. One might get the correct tracking velocity only rarely, but when one gets it
right the stimulus becomes exceptionally clear. Thus by adopting a very strict criterion one can get arbitrarily high d'.

The point of this discussion is the same as the central point that was made for static images. The requirement of being
"perfect" is too severe for practical applications. The present goal in most image compression studies is to achieve
perceptually lossless (transparent) compression. This is usually achieved by starting with an image that is already degraded
either by choosing large pixel sizes (loss of sharpness) or by having the image so complex (noisy) that subtle losses are not
readily apparent. In order to put compression studies on firm ground we must make the assumptions explicit. We must start
with an image that is not degraded at all and then ask in what ways can it be degraded that is least bothersome to thehuman
observer. A good deal of basic research is needed in this area. We must learn to what extent blurring of moving images is
bothersome. Blurring is the ideal way to eliminate the aliasing that was discussed earlier in connection with the stroboscopic
lines. For some images the blurring might be disturbing, whereas for other images it wouldn't be noticed. If the wagon
wheels of a moving stagecoach were blurred one could eliminate aliasing artifacts without any loss since we usually track the
coach rather than the wheel, so there is no need to keep the wheels sharp. With knowledge about goodness of tracking we
will know how much the moving images can be blurred, thereby giving us a starting point for developing compression rules.
We need data on the extent to which moving images can be blurred (saving bits) without being bothersome.

We have embarked on a line of research to answer some of these questions. We want to learn how our resolution
acuity and our hyperacuity (vernier) depend on image motion. Westheimer & McKee41 found that both resolution and vernier
acuity were not degraded for image motions up to about 3 deg/sec. Our preliminary results show that the regime in which
this robustness to image velocity occurs is limited. For example, the velocity independence only works at high contrasts.
We also have found that excellent vernier acuity only works for certain types of motion42; vernier acuity of rotating dots
degrades at velocities between .5 and 1 deg/sec whereas for translating dots it degrades at about 3 deg/sec, for the same dot
separation. A good deal more basic research is needed to learn about the factors limiting visual acuity under motion.

5.3 How many bits/min2/sec based on the optic nerve capacity.
There is an entirely different way to approach the question of how much information there is in a moving display. Let

us suppose the eye is fixed, so that we know where each ganglion cell is pointing. We can follow the lead of Stark et a!.43
in analyzing the spiking rate of critical cells. Since the bottleneck for information transfer in the visual system is the optic
nerve, we consider ganglion cells. There are about 10 ganglion cells/mm2 in the central fovea. This estimate is based on
having about 4 cones/mm2 and 2 - 3 ganglion cells per cone44. The other information needed is the number of bits per
second that can be transmitted by each ganglion cell. This number is not known. It depends on whether information is
encoded in the mean firing rate or whether a complex pulse pattern code is used. The former is more likely for general tasks.
There are studies on how the variance of the firing rate depends on the firing rate. Using this knowledge one could determine
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the bit rate. But really what one wants to transmit is changes in firing rate. We are not aware of proper experiments that
calculate the rate at which ganglion cells can transmit independent information. To get an order of magnitude estimate we
assume that within a 100 msec duration, four levels of firing activity can be reliably transmitted. This could be 16 Poisson
spikes where the standard deviation would be Ii6 = 4, which results in 16/4 = 4 jnds. More likely the average number of
spikes would be greater than 16, but the variance would also be greater. Four levels corresponds to 2 bits/100 msec or 20
bits/sec for each ganglion cell. With 10 ganglion cells/mm2, the resulting bit rate is 10 x 20 = 200 bits/min2/sec. That
each ganglion cell can process at most 20 bits/sec with a 10 Hz update rate is a reassuringly low number, quite different from
the 1200 Hz requirement that was needed to eliminate aliasing discussed above.

One must be cautious because of the assumption that it is the mean firing rate that matters rather than special pulse
patterns. We undoubtedly use synchrony between pulse patterns to detect flicker at high temporal frequencies (cff). It is also
plausible that the precise timing of ganglion spikes rather than the mean rate is needed to accomplish the superb vernier
thresholds for a three dot vernier stimulus that is moving at 3 deg/sec. In spite of these tasks that may require very rapid
information transfer we are confident that for general stimuli much lower bit rates are satisfactory. One need only go to the
movies to be satisfied that cinematographers can do exceptionally well with a 25 Hz flow of information. What we
researchers must do is understand why 25 Hz works so well.
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