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Abstract

A videokeratograph quantifies one or more aspects of corneal shape by the computer analysis of a digital image. The image is the reflection formed by illuminating the cornea with a known source pattern. The type of shape information recovered and the accuracy of this information depend upon properties of the computer algorithm used in the analysis. We present a new algorithm that recovers a polynomial spline description of corneal depth.

Keywords: videokeratograph, spline surface, cornea, topography, reconstruction.
Introduction

The introduction of videokeratography has transformed photokeratoscopy from a basic research method to a practical clinical technique\textsuperscript{1–6}. The major advance has been the introduction of computer algorithms that enable the detection and analysis of several thousand data points in only a few seconds, a process that formerly took days or even weeks with photokeratoscopy\textsuperscript{7}. The computer programs also provide a range of data displays which allow the operator to visualize corneal features that were previously undetectable.

Unfortunately, apart from the advances in electronic features, there have not been major improvements in other parts of the videokeratograph, particularly in the optical system. The configuration of the mires, which are the light sources that are shone onto the cornea (see Figure 1), are basically those taken from the optical system of previous photokeratoscopes. In addition, corneal alignment methods have not changed\textsuperscript{8}. The algorithms that are used to calculate the radius of curvature values are generally the same as those used previously in photokeratoscopy\textsuperscript{9}. In particular, the optical portion of photokeratoscopy has lagged in development and has limited the accuracy of current systems.

The major optical problem that has plagued the advancement of videokeratography is that although the system measures an array of points in three dimensions, it limits the interpretation to two dimensions, which severely curtails the power of the analysis. In other words, most current videokeratograph algorithms are designed to analyze one meridian at a time and they fail to link the information that might be available if all the meridians could be treated as a single entity\textsuperscript{4,10,11}. This is adequate if the cornea has symmetry for all meridians, such as would occur for a sphere or a radially symmetrical asphere (e.g., a surface of revolution of a conic section), but fails to address the problem of corneal asymmetry, which in fact is the usual condition\textsuperscript{12}. 
Consider the problem presented for a videokeratograph when a toric cornea is to be measured, representing the simplest case of radial asymmetry. Rays from the mires that strike the cornea in one of the principal meridians are in a plane that includes both the normal to the corneal surface and the reflected ray to the videokeratograph camera. Hence, a two-dimensional analysis is adequate in the algorithm for the radius calculation. Next, consider a ray from a point on a mire that strikes the cornea in a meridian that is not one of the principal meridians. In this case, the ray leaving the corneal surface to the image will be skewed somewhat so that it no longer remains in the same plane as the object ray. However, current algorithms for videokeratographs treat this ray path as though it continues to lie in the same plane and contributes error to the system. This error can be corrected by a new approach to the analysis of videokeratograph output in which the data for all corneal points is analyzed as a complex surface, with no shape restrictions.

Computer analysis of the image enables the videokeratograph to quantify the shape of the cornea in new ways. The analysis steps are: inputing an image from the videokeratograph, running an algorithm to recover some aspect of corneal shape, and outputing this information for further display and analysis. The algorithm used in the analysis determines which aspect of corneal shape is measured and to what degree of accuracy.

There are three aspects of corneal shape that are of primary interest to a clinician\textsuperscript{13,14}. The first aspect is position, which is the zeroth derivative of shape. This is sometimes referred to as height, depth, or sag. The position of a point on the cornea is determined by its three-dimensional spatial coordinates. The collection of points forming a corneal surface is conveniently defined by giving depth $z$ as a function of coordinates $x$ and $y$ in the corneal plane.

A second aspect of corneal shape which is of particular interest is surface curvature, which
is related to the second derivative of shape. Mathematically, the curvature of a surface is defined by how rapidly a plane which remains tangent to the surface changes orientation as its contact point moves over the surface. A sphere with a small radius has a higher curvature than one with a larger radius, because as the tangent plane moves over the small sphere its orientation changes more rapidly than when it moves over the larger sphere. Curvature is often converted to power expressed in dioptic units, although this has little meaning in an optical sense.\textsuperscript{13}

On a general surface (one without symmetry) the rate of change of the tangent plane’s orientation depends on the direction in which the contact point moves. Therefore the curvature at a point on a surface depends upon the direction of movement through the point. There is a direction which gives maximum curvature and a direction which gives minimum curvature. These curvatures are referred to as the principal curvatures. The average of the two curvatures is the mean sphere, or more simply sphere, of the surface, and the difference is the cylinder. By examining the overall distribution of curvature across a patient’s cornea, properties such as astigmatism may be quantified. Furthermore, local regions of high curvature on the cornea may indicate conditions such as keratoconus\textsuperscript{15–17}.

Many commercially available videokeratographs that claim to measure curvature (or power) in fact report a third aspect of corneal shape which is sometimes referred to as slope, related to the first derivative of shape.\textsuperscript{13} Due to an incorrect assumption, however, the image analysis algorithms used by these videokeratographs can produce substantial errors when reporting the slope of distorted corneas such as in keratoconus.

In addition to which aspect of corneal shape the analysis algorithms choose to report, they are further distinguished by the continuity of their output. It is common practice to output information — be it position, slope, or curvature — as a set of discrete sample points.\textsuperscript{5,10,18}
Information at points lying between samples must be interpolated. For example, interpolation would be necessary to display a continuous map of curvature over the surface.

The analysis algorithm described in this paper takes an alternate approach. It uses the mathematical technique of polynomial splines\textsuperscript{19,20} to represent its surface information as a continuous data set. The continuity is maintained and communicated to subsequent display algorithms. The algorithm directly recovers corneal position. It should be noted that from a continuous map of corneal position, it is trivial to recover corneal slope and curvature by computing the appropriate derivatives. The algorithm differs significantly from other current analysis algorithms. It operates by constructing a computer simulation of the videokeratograph and searching for a surface that matches the original cornea\textsuperscript{21,22}. It uses many sample points of the videokeratograph image concurrently in its search. This is in contrast to other algorithms that tend to compute information independently at each sample or along meridians only.

**Method**

The analysis algorithm inputs a videokeratograph image recorded from a physical cornea. Its goal is to output the piecewise polynomial description of a simulated corneal surface. The simulated surface is shaped so that the image created, if we could manufacture the surface and place it in the videokeratograph, would match the one recorded from the physical cornea. To ensure that the simulated surface produces the same image, we use a computer simulation of the videokeratograph. Under certain assumptions and constraints, we claim that the simulated surface is a good fit to the physical cornea because the images generated by the two objects match.

The input image was formed by light from the mires reflected at the cornea and gathered
by the video camera. We simulate this process by backward ray-tracing, as illustrated in Figure 1. In the simulation, the lens of the video camera is replaced by its equivalent nodal point, which becomes the center of projection. The video CCD array that records the image is represented in the simulation by the image plane. We refer to the set of mires as the source. Circular mires form rings in the image.

(Insert Figure 1 here)

Our algorithm uses an iterative process in which an initial estimate of the surface shape is adjusted until we converge to a solution. Each iteration consists of an error reduction phase and a refinement phase. The error reduction phase adjusts the shape of the surface to reduce an error measure that estimates the difference between the current surface and the real cornea using the ray-traced simulation and the input image. The refinement phase adds degrees of freedom to the surface model as needed for a more accurate fit.

**Surface Model**

Our algorithm uses a continuous distance function to define the shape of the simulated surface (see Figure 2). The image plane is given a coordinate system defined by axes $u$ and $v$. There is a ray that originates at each point on the image plane and passes through the nodal point. The distance from the nodal point to the surface (measured along the ray) is given by the distance function $D(u, v)$. The shape of the surface is completely determined by specifying the value of the distance function at every point in a rectangle on the image plane. The rectangle (or domain of the function) is chosen to be just large enough to contain the videokeratograph image.

(Insert Figure 2 here)

We define the distance function with a piecewise polynomial surface. A piecewise surface
The simulated cornea is initialized to a single patch with 36 control points. The control points are set to lie on a paraboloid with dimensions chosen to approximate the front surface of a sphere of radius 9mm. The points are then moved along the z-axis so that the surface interpolates a known point on the measured cornea. The coordinates of this point are either estimated from the inner ring in the image and the focal length of the camera lens, or measured directly by the videokeratograph. Although this initial estimate of corneal shape is in many cases not very accurate, it is a satisfactory starting point for the algorithm.

**The Error Reduction Phase**

Videokeratographs use image processing techniques to locate features in the image. These
features may be the boundaries or the center lines of circular mires, or the intersections between black and white patches in a dartboard source pattern. We do not perform the image processing ourselves. Instead, we use sample positions output by the videokeratograph.

The important point to note is that features in the image correspond to features in the source. For example, the edge between a black and a white ring in the image is the reflection of the edge between corresponding black and white circular mires in the source. Our aim is to adjust the simulated corneal surface so that in the ray-traced simulation of the videokeratograph, each sampled feature is the image under reflection of a corresponding feature in the source.

The algorithm uses a subset of the available samples. Approximately 25 times as many samples as surface control points are selected. They are uniformly distributed over the image. Re-selection takes place only when the number of control points is changed by the refinement phase.

For each sample in the subset, we locate all points in the source pattern that could be reflected to the image sample. Each point on a ring could have originated from any point on a mire, depending on the shape of the reflecting surface. Therefore, for any one sample point, the set of possible source points includes the entire mire. For a source pattern made up of patches, as in the dartboard pattern, sample points lying at the patch corners are matched to a single point in the source. We refer to the mire or point generically as the source curve. Having matched an image sample to its source curve, we trace a primary ray from the image sample, through the nodal point, to its point of intersection with the simulated surface. This operation is made particularly simple by our choice of surface representation. The origin of the ray is specified by its coordinates on the image plane. Evaluating the distance function $D(u, v)$ at those coordinates gives the distance along the ray from the nodal point to the surface. The geometry of the ray and this distance give the spatial coordinates of the point.
on the surface (see Figure 2). The functions that map image plane coordinates to surface position are:

\[
\begin{align*}
x(u, v) &= \frac{-u}{\sqrt{u^2 + v^2 + L^2}} D(u, v) \\
y(u, v) &= \frac{-v}{\sqrt{u^2 + v^2 + L^2}} D(u, v) \\
z(u, v) &= \frac{L}{\sqrt{u^2 + v^2 + L^2}} D(u, v).
\end{align*}
\]

The polynomial coefficients in \(D(u, v)\) are related linearly to the surface control points (see Appendix). For an image sample at a fixed \((u, v)\), the three surface position functions are also linear in the control points. Therefore the surface intersections of rays from many fixed sample points are evaluated simultaneously by multiplying three matrices of coefficients (one for each of \(x, y\) and \(z\)) with a vector of control points.

A secondary ray is generated for each primary ray by reflecting it at the surface intersection point. The secondary ray lies in a plane containing the primary ray and the surface normal vector. The normal vector is computed as the cross product of two surface tangent vectors:

\[
\begin{bmatrix}
\frac{\partial x(u, v)}{\partial u}, & \frac{\partial y(u, v)}{\partial u}, & \frac{\partial z(u, v)}{\partial u}
\end{bmatrix}
\quad \text{and} \quad
\begin{bmatrix}
\frac{\partial x(u, v)}{\partial v}, & \frac{\partial y(u, v)}{\partial v}, & \frac{\partial z(u, v)}{\partial v}
\end{bmatrix}
\]

Since \(D(u, v)\) is a continuous piecewise polynomial function, its partial derivatives are also piecewise polynomial with coefficients depending linearly on the surface control points. Therefore multiplying a series of constant matrices with a vector of control points efficiently yields the tangent vectors for a fixed set of sample points.

Each secondary ray is traced to its intersection point on the geometry containing the source pattern. If the point does not lie on the source curve matching the origin of the primary ray, then the simulated surface has an error in its shape. We have identified two alternative formulae for quantifying the error. First we compute the point on the source curve that is closest to the actual intersection. This is the desired intersection. One error measure is the
squared distance in $z$ between the actual and the desired intersection. The other measure defines what we call the desired normal vector. This is the vector that, if used in place of the current surface normal, would reflect the secondary ray to the desired, rather than the actual, intersection. The error is measured as the dot product of the current surface tangent vectors (the partial derivatives given above) with the desired normal. These quantities go to zero when the actual surface normal is equal to the desired normal.

These two formulae generate different methods for reducing the surface error. Both methods change the shape of the surface by manipulating the control points so that the secondary rays are pushed towards their desired intersections. Keep in mind, however, that the desired intersections are recomputed at each iteration and may migrate around the source curves.

The method which measures error based on squared distance is discussed in detail in an earlier paper. Summing the errors over all image samples produces a scalar value which is greater than zero for all surfaces with an incorrect shape. We apply standard non-linear minimization techniques to the problem. The variables in the minimization, which are the control points of the surface, are manipulated to follow the gradient of the error function towards zero. As reported in the paper, this algorithm was accurate but slow.

We now describe a new algorithm that computes errors using the vector dot product. We present the overall concept — mathematical details are reported elsewhere. As mentioned above, the method computes a desired normal at the intersection point of each primary ray with the surface. The dot product between the tangent vectors and this desired normal measures the surface error. Once the desired normal for a sample has been determined, the dot product with a tangent vector is expressed as a linear combination of the surface control points. This follows from a previous claim that the surface tangents themselves can be expressed as linear combinations. Therefore the error at many image samples is computed
by the matrix multiplication:

\[ e = M \cdot p, \]

where \( e \) is a vector of error values, \( M \) is a matrix of constant coefficients derived from the fixed sample positions, and \( p \) is a vector of control point values. We use many more sample points than control points, so \( M \) has more rows than columns. We wish to reduce the error to zero, so it makes sense to seek a solution to the equation:

\[ M \cdot p = 0. \]

Unfortunately, one solution to this equation is to set all the control points in \( p \) to zero. To avoid this trivial solution we force the surface to interpolate a known point. This is the point that was mentioned in the section on initialization and is measured by the videokeratograph or estimated from the image. The interpolation constraint is linear in the control points. Therefore the previous equation is rewritten in the form:

\[ M \cdot \hat{p} = d. \]

where \( \hat{p} \) has one fewer entries than \( p \). We find the least squares solution to this overconstrained problem. The new control points define a surface that approximates the desired normals and interpolates the known point. The overall surface error is reduced.

This section has described the error reduction phase of a single iteration of the algorithm. The phase is repeated many times before an accurate solution is found (see the Results section for examples).

**Refinement**

The algorithm takes on the order of minutes to complete (details follow in the Results section). However, our use of a refinement strategy means that we can display a fairly good
map of corneal topography in seconds. While the map is viewed and the algorithm runs to completion in the background, the display updates with more accurate data. The refinement strategy is formulated so that the initial search steps execute quickly at the expense of accuracy. The surface at this early stage is defined by a single patch. This minimizes the number of control points and the number of image samples required during error reduction. Accuracy is improved at the expense of iteration time by refinement: increasing the number of patches and selecting a larger set of samples. The algorithm decides when to refine by comparing the sum of the squared error values (the dot products) after each iteration to the sum from the previous iteration. Refinement occurs when the difference falls below 1% of the sum. Refinement divides each patch into four subpatches. Dividing the domain rectangle of each old patch horizontally and vertically through the center provides domains for four new patches. Control points are computed so that the union of new patches equals the original surface. Now the shape of the surface is unchanged but it has more degrees of freedom. Using refinement, the surface moves through representations using \((2 \times 2, 4 \times 4, 8 \times 8, \ldots)\) patches until the error difference falls below a predetermined threshold at a predetermined level of refinement.

**Testing**

For the results reported in this paper, we terminated the search at \(8 \times 8\) patches when the error difference was less than 1%.

The algorithm was tested on four images. Three of the images were collected by a videokeratograph from black plastic hemispheres of radius 7 mm, 8 mm, and 9 mm. The hemispheres were clamped into position and imaged using the standard procedure. The fourth image was generated synthetically by a software simulation of the videokeratograph. The object used
to generate the image was an ellipsoid defined by the equation

\[ \frac{x^2}{8^2} + \frac{y^2}{9^2} + \frac{z^2}{10^2} = 1, \]

where \( x, y, \) and \( z \) are measured in millimeters and the axes are oriented as in Figure 2. The ellipsoid is translated along the \( z \)-axis so that it is illuminated by the source pattern and the simulated image is in focus. The advantage of using simulated images is that irregular objects that would be difficult to manufacture can still be tested.

The algorithm was implemented in Matlab\(^6\) and the tests reported here were executed on a midrange Unix workstation. We estimate that similar results could be accomplished by a fast Apple PowerPC or Pentium based personal computer. The time spent by the algorithm at each level of refinement was recorded. Before each refinement and at the conclusion of the algorithm, the shape of the simulated surface was compared to the true surface used to create the input image. First the domain rectangle of the surface was covered by a \( 50 \times 50 \) grid of sample points. Those sample points that fell outside the peripheral image ring were discarded due to the lack of sensible data in that region. The surface position functions \( x(u, v), y(u, v), \) and \( z(u, v) \) were evaluated at the remaining sample points. The depth (in \( z \)) was then subtracted from the depth of the true surface at the corresponding position (in \( x \) and \( y \)) to give an error at each sample. To eliminate any global offset between the simulated and true surfaces, the mean error was subtracted from the individual errors. Finally the root mean square (RMS) error value was recorded.

### Results

Table 1 lists the RMS error in depth for the synthetic ellipsoid recorded at each level of refinement. The number of patches in the surface is \( n \times n \), where \( n = 1, 2, 4, 8 \). Table 2 lists the RMS error for the three physical spheres at the conclusion of the algorithm (\( 8 \times 8 \)
patches). Timing results for the spheres appear in Tables 3–5. We list the number of iterations per refinement level, total time for each level, and the time per iteration.

(Insert all tables here)

Discussion

The algorithm we have presented uses a new technique to recover the shape of a cornea from a videokeratograph image. The correspondence between a simulated surface and the real cornea is improved iteratively by using a difference estimate computed using backward ray-tracing. As stated in the introduction, algorithms that treat each meridian of image data independently are prone to error when the surface is asymmetric. Since our algorithm uses data from all meridians to reconstruct a continuous map of surface position, asymmetric surfaces should be handled correctly.

Our goals were to produce an algorithm which gave a good fit to empirical data, dealt correctly with asymmetric surfaces, and was fast enough to be practical in clinical use. To see how well these goals were met, we performed a series of tests.

The algorithm has shown an error of less than 1 micron for real images, which we find encouraging. There is a difference in the accuracy of the algorithm for simulated versus physical test objects. This suggests errors in the various measurement processes. Possibilities are the extraction of features in the image and the measurements we have made of the videokeratograph setup (such as the geometry of the mires).

The high accuracy of the results reported for the simulated ellipsoid indicate that the algorithm handles asymmetric objects and overcomes the problems discussed in the introduction.

The algorithm takes on the order of minutes to complete. We believe this is appropriate for
clinical use. Furthermore, through the use of refinement, the algorithm produces adequate results in less than a minute. The number of refinement levels can be tailored to the situation. For the results reported in this paper, we terminated the algorithm at the $8 \times 8$ refinement level. This gives adequate accuracy, although there is no reason why we cannot go to the next level of $16 \times 16$ patches. Beyond that we are reaching the limits of the feature extraction process. Usually the features are not uniformly spread across the image but are concentrated along rings. This limits how small the patches can be, because if a patch falls between feature clusters it will be unconstrained (except by continuity between adjacent patches). Also, by fitting a splined surface to the data, we are effectively smoothing any errors in the measurement of the features. As the number of patches is increased, the fit to the data becomes tighter but the smoothing effect is reduced. The new algorithm is more sophisticated than currently available algorithms because it constructs a continuous map of corneal position. From this map, it is simple to compute other common slope- or curvature-based representations of shape. One danger is that these computations require taking derivatives of the surface position function, an operation that magnifies irregularities in the surface. Therefore, there is also a tradeoff between how well the data can be fit and the utility of these other representations.

We are currently performing experiments to confirm the accuracy of the algorithm with more complex objects. We are also working to produce data comparing the algorithm to existing algorithms for objects with asymmetry or localized areas of high curvature.
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Appendix A. B-spline Surfaces

We represent our distance function \( D(u, v) \) using B-splines — a common representation in the field of computer-aided geometric design (CAGD). The B in B-spline stands for basis. This alludes to the fact that \( D(u, v) \) is defined by a sum of scaled basis functions:

\[
D(u, v) = \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} c_{ij} b_i(u) b_j(v).
\]

The coefficients \( c_{ij} \) are called control points, and are arranged on an \( m \times n \) grid. The \( b_i(u) \) and \( b_j(v) \) are the basis functions and are defined as piecewise polynomials. In the general case, each basis function has a different shape. The shape is controlled by knot sequences which segment the set of reals. However, we simplify the situation somewhat by using uniform knot sequences. This means that each basis function is simply a translated copy of a standard basis function \( b(u) \). For example, \( b_i(u) = b(u - i) \). The domain of the function is defined by \( u \in [0, m) \) and \( v \in [0, n) \). If we require a different domain, then we must scale and translate \( u \) and \( v \) before evaluating the B-spline.

Figure 4 shows the standard basis function. Over each unit interval, it is defined by a polynomial of degree 5 in \( u \). The polynomials are chosen so that they are continuous to the fourth derivative at their boundaries. The function \( b(u) \) is non-zero over 6 unit intervals. Therefore, when \( D(u, v) \) is evaluated for a given \( (u, v) \) at most 36 of the basis functions \( b_i(u) \) and \( b_j(v) \) will be non-zero. We discard from the domain those boundary regions for which there are fewer than 36 basis functions. In CAGD terms this means we have no boundary conditions. For the remaining domain, each unit square over which the same 36 basis functions are non-zero defines a patch. There is a unique \( 6 \times 6 \) subgrid of control points \( c_{ij} \) which affect this patch. The subgrids of adjacent patches overlap. For example, a subgrid shares all but its rightmost column of points with the subgrid of the patch to the left.

(Insert Figure 4 here)
Over each patch, the 36 non-zero basis functions that are scaled by the appropriate $c_{ij}$ can be summed according to the equation given above. This results in a single biquintic polynomial with coefficients which are linear combinations of the 36 control points. Further details on B-splines are available in the literature\(^9\).
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Table 1: RMS error for a simulated ellipsoid according to the number of patches ($n \times n$).

<table>
<thead>
<tr>
<th>$n$</th>
<th>RMS error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$4.1 \times 10^{-2}$mm</td>
</tr>
<tr>
<td>2</td>
<td>$5.5 \times 10^{-3}$mm</td>
</tr>
<tr>
<td>4</td>
<td>$1.7 \times 10^{-4}$mm</td>
</tr>
<tr>
<td>8</td>
<td>$8.5 \times 10^{-6}$mm</td>
</tr>
<tr>
<td>Sphere Radius</td>
<td>RMS error</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
</tr>
<tr>
<td>7mm</td>
<td>$7.0 \times 10^{-4}$mm</td>
</tr>
<tr>
<td>8mm</td>
<td>$8.0 \times 10^{-4}$mm</td>
</tr>
<tr>
<td>9mm</td>
<td>$1.4 \times 10^{-3}$mm</td>
</tr>
</tbody>
</table>

Table 2: RMS error for physical spheres when 64 (8 x 8) patches were used.
<table>
<thead>
<tr>
<th>n</th>
<th>Iterations</th>
<th>Total time (secs)</th>
<th>Time per iteration (secs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>24</td>
<td>10.9</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>9.1</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>32.0</td>
<td>3.2</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>191.6</td>
<td>27.4</td>
</tr>
</tbody>
</table>

Table 3: Timing results for 7mm radius sphere.
<table>
<thead>
<tr>
<th>$n$</th>
<th>Iterations</th>
<th>Total time (secs)</th>
<th>Time per iteration (secs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>9.0</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>9.1</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>32.0</td>
<td>3.2</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>167.6</td>
<td>27.9</td>
</tr>
</tbody>
</table>

Table 4: Timing results for 8mm radius sphere.
<table>
<thead>
<tr>
<th>$n$</th>
<th>Iterations</th>
<th>Total time (secs)</th>
<th>Time per iteration (secs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>2.6</td>
<td>0.4</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>13.7</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>12.3</td>
<td>3.1</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>112.6</td>
<td>28.2</td>
</tr>
</tbody>
</table>

Table 5: Timing results for 9mm radius sphere.
Figure 1: Backward ray-tracing determines the error in surface shape for a given image sample point.

Figure 2: Surface representation scheme.

Figure 3: Distance function represented as a B-spline surface shown with control points.